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Abstract

This paper tests the hypothesis that the expansion of improved drinking water supplies

in rural India reduced household expenditure on water quality, offsetting some of the quality

benefits from source protection. I estimate demand for in-home treatment using geological

characteristics to predict a household’s drinking water source. The probability of treatment

and in particular boiling reduces by 18 to 27 percentage points in response to source protec-

tion, offsetting 4% of the water quality gains and saving households 0.5 to 1% in monthly

expenditure. Behavioral choices partly counteract the water quality gains from source pro-

tection.
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1 Introduction

Diarrheal disease, mostly attributable to unsafe water supplies, the absence of sanitation infras-

tructure, and a lack of hygiene, is a leading cause of child morbidity and mortality in developing

countries (WHO 2004). Development aid has prioritized investment in public health infrastruc-

ture, especially drinking water, as a means to counteract this problem (Black and Talbot 2005,

Butterworth and Soussan 2001). Economists have demonstrated the links between government

policies to improve health and safety, and compensating behavior that offsets their intended gains

in many contexts including seat belt laws (Peltzman 1975), CAFE standards (Small and Van

Dender 2005), and sexual education programs (Oettinger 1999). This paper investigates whether

public investments in safe drinking water sources induce a similar behavioral reaction and quan-

tifies the net impact of this behavioral response on expenditure and water quality.

The intensity and scope of drinking water supply programs in rural India make it an ideal

setting to measure the effect of source protection on averting expenditure. In India, a government

report cites that on average every child under the age of 5 experiences 2 to 3 episodes of diarrhea

yearly (Planning Commission 2002). In part to combat this, the government invested heavily in the

expansion of improved drinking water sources - defined as taps, tube wells and hand pumps - which

enable households to access groundwater protected from surface contamination, thereby lowering

exposure to waterborne pathogens. Between 1989 and 1998 the percentage of rural households

with access to improved sources increased from 55 to 70 percent (NSSO 1999).

While improved drinking water sources may significantly reduce the occurrence of waterborne

pathogens at the source, there is mixed evidence for whether source protection causes measurable

reductions in waterborne disease.1 Households engage in a complex set of behaviors having to

do with drinking water collection, storage, treatment, and withdrawal for drinking, all of which

may influence disease incidence. To better understand the mechanisms underlying the relationship

1Meta-analyses assessing the impacts of water, sanitation, and hygiene improvements on diarrhea in developing
countries suggest that safe drinking water supplies do reduce the incidence of diarrhea (Esrey and Habicht 1986,
Esrey et al. 1991, Fewtrell et al. 2005). Similarly, in the U.S., the proliferation of piped drinking water supplies in
urban areas in the late 1800s and early 1900s caused a rapid reduction in mortality rates (Cutler and Miller 2005).
By contrast, other studies find that health benefits from access to clean drinking water only occur when bundled
with sanitation, hygiene, or education programs (Brick et al. 2004, Checkley et al. 2004).
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between source protection and childhood diarrhea, economists have begun to explore the role of

information, education and income, as well as behavioral responses to source protection (Bennett

2012, Kremer et al. 2011b, Jalan and Ravallion 2003).2 A randomized controlled trial in Kenya

found that spring source protection increased drinking water quality by 62 percent and led to

a 25 percent reduction in childhood diarrhea (Kremer et al. 2011b). However, other studies

find limited or no health benefits from source protection. In India, piped water supplies appear

to reduce childhood diarrhea only in high-income households (Jalan and Ravallion 2003). Of

particular relevance is work in the urban Philippines that suggests substitution between piped

drinking water and sanitation offsets the health gains from the expansion of piped water (Bennett

2012). The links between source protection, drinking water quality and childhood diarrhea remain

unclear.

Using cross-sectional survey data from 1998, I investigate whether trade-offs between improve-

ments in source water quality and in-home treatment “crowd-out” some of the quality benefits

from source protection. The ideal study would exogenously introduce improved sources and col-

lect household data both before and after their construction. And while one study has done this

(Kremer et al. 2011b), most rely on observational data confronting empirical challenges in the

placement of improved sources and the availability of household panel data. In India, taps and

tube wells were intentionally placed in villages with few health services or little public infrastruc-

ture. Further households choosing to use improved sources likely differ from those who do not

in education, health and income. In this study, spatial data on rock type are used to predict a

household’s drinking water source. These data are fixed over time and vary at the tehsil (U.S.

equivalent of a civil township). A further difficulty when using observational data in India (e.g.

NFHS, NSS) is obtaining locational identifiers. This challenge is magnified when using geographi-

cal characteristics as instruments. The 1998 NSS household data, the primary data set used in the

analysis, can be spatially identified at the sub-district, thereby allowing me to control for district

(the U.S. equivalent of a county) unobservables.3

2Related work evaluates the impact of information about arsenic levels, another contaminant found in ground-
water, on a household’s choice of water source (Bennear et al. 2013, Madajewicz et al. 2007).

3Ideally, the study would also control for uobservable cross-sectional heterogeneity. While the NFHS and NSS
collected information on in-home treatment in more recent surveys, this information was not collected in the NFHS
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Results support the hypothesis that demand for in-home treatment declines with an improve-

ment in source water quality. Controlling for the endogenous choice of drinking water source and

district unobservables, households with an improved source are 25 to 27 percentage points less

likely to engage in in-home treatment. These results are robust to the inclusion of household,

village and sub-district observables that might be systematically correlated with both in-home

treatment and hydrogeological characteristics. I also consider demand for each mode of in-home

treatment. Treatment technologies vary in the water quality they produce, the purchase cost, and

the time cost to clean drinking water. Source protection appears to reduce demand for boiling,

the most effective yet most time-intensive treatment technology by 18 percent.

Data collected during field work in India measure source water quality and pollution abatement

supplied by in-home treatment technologies, providing a starting point to estimate the quality

gains from source protection. This analysis relies on several simplifying assumptions and should

be viewed as a back of the envelope calculation. Results suggest that changes in treatment offset the

quality gains from improved sources by 3.6 percent overall. However, “crowding out” should only

impact those households that were predicted to treat unimproved sources. For these households,

which comprise 38 percent of the sample, changes in treatment offset 27 percent of the quality

gains.

In addition to the potential health benefits from source protection, the reduction in expenditure

on avoidance behavior also provides a benefit to households.4 On average, I find that the per capita

gain from source protection amounts to 0.5 to 1 percent of total expenditure. Of course, other

avoidance behaviors may also be responsive to source protection.

Along multiple dimensions this paper contributes to recent discussions about the provision of

clean drinking water, and more generally environmental infrastructure, in developing countries.

Similar in spirit to Bennett (2012), this work shows that behavioral choices may compromise some

of the water quality gains from source protection. In doing so, it adds another critical data point

1992-1993 survey or in earlier rounds conducted by the NSS. If it were the case that treatment behavior was surveyed
in both rounds, then I could construct district panel data and estimate the effect of district source protection on
district demand for treatment, controlling for district fixed effects. However, this specification would not control
for the endogeneity of source protection.

4Other studies utilizing averting expenditure to measure willingness to pay for drinking water quality in devel-
oping countries include Dasgupta (2004), McConnell and Rosado (2000) and Pattanayak et al. (2005).
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to questions about the impact of source protection, analyzing this question in a rural as opposed

to an urban setting. Second, many studies assume that source protection provides water quality

gains and that offsetting behavior compromises water quality. This study is among the first in

south Asia to quantify the relationship between source protection, behavioral choices and drinking

water quality. Translating source protection and behavioral choices into drinking water quality is

essential to understand the relationship between source protection and human health. Lastly, this

study provides a partial measure of willingness to pay for improvements in source water quality

in rural India, extending earlier work by controlling for the endogeneity of source protection.

2 Context and related literature

Between 1981 and 2001, the number of rural households drinking from improved water sources

nearly tripled from 27 to 73 percent, where this increase was largely fueled by government invest-

ment in source protection (Black and Talbot 2005). The GOI defines safe or improved sources to

include taps, tube wells and hand pumps (Planning Commission 2002).5 Improved sources enable

households to access groundwater that is protected from surface contamination, thus lowering

exposure to fecal coliform and other water-borne pathogens. By contrast, unimproved sources

such as surface water or open dug wells are exposed to the surface and susceptible to pathogen

contamination from free-flowing sewage (Black and Talbot 2005). The expansion of groundwater

sources thus shifted drinking water supplies from surface water to protected groundwater, and in

general provided households with a safer supply in terms of coliform bacteria.6

Still, improved sources may contain high levels of microbes or become contaminated during

the transport and storage of the water supply.7 In India, despite the existence of a microbial

5According to the World Health Organization (WHO) an improved source must adhere to the following criteria:
(i) a significant increase in the probability that the water is safe; (ii) a more accessible source; and (iii) sufficient
measures taken to protect the water source from contamination. In contrast to India, WHO extends the scope of
improved sources to include protected dug wells, protected springs and rainwater collection (WHO 2000).

6Coliform bacteria describe a broad class of bacteria that are common in the environment. Though coliform
bacteria are generally not harmful, the presence of coliforms serves as an indicator for potentially harmful pathogens
and bacteria. E. coli and fecal coliform are bacteria that may originate from human or animal wastes. Microbes
found in E. coli can cause short-term health effects, such as diarrhea, cramps, nausea, headaches, or other symptoms.

7Some ground water sources expose households to the separate health risk of unsafe concentrations of arsenic
(Chaterjee et al. 1995, Chowdhury et al. 2000), though concentrations are typically higher and more of a concern
in shallow wells.
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standard for drinking water, both taps and tube wells as well as unimproved sources have been

shown to contain high levels of coliform and other bacteria (Dasgupta 2004, Islam et al. 2007,

Planning Commission 2002).8 Further, significant contamination can occur during the transport

of the water supply from the source to the household (Wright et al. 2004). Storage duration and

storage material also influence the cleanliness of drinking water (Brick et al. 2004, Checkley et al.

2004).

One promising approach to improve drinking water quality is through increased uptake of in-

home treatment. Studies suggest that treatment, as compared to source or storage improvements,

is a more effective method to provide clean drinking water (Brick et al. 2004, Fewtrell et al.

2005). As such, recent empirical work has focused on understanding the drivers behind in-home

treatment or the lack thereof (Ashraf et al. 2010, Hamoudi et al. 2011, Kremer et al. 2011a,

Luoto et al. 2009).9 Results from a randomized controlled trial point to price as a significant

deterrent, finding that the adoption of chlorination significantly increases when households receive

it free of charge (Kremer et al. 2011a). This work also highlights that salience, convenience,

promotion and public provision can increase the adoption of chlorination. Other experimental

work documents the importance of information (Jalan and Somanathan 2008) and the sharing of

this information (Luoto et al. 2011). Of note is a study in urban India that informed households if

their drinking water was clean or dirty; upon learning that it was contaminated, in-home treatment

increased by 11 percentage points (Jalan and Somanathan 2008). Other work in rural India shows

that information about drinking water quality induced households to purchase water from safer

sources, but did not change their use of time intensive in-home treatment (Hamoudi et al. 2012).

In addition to this experimental work, studies relying on observational data have shown that

price and information, as well household composition, employment, education and wealth influence

averting behavior (Jalan et al. 2009, Mintz et al. 2001, Pattanayak et al. 2005, Quick et al. 1999).

Some of these studies also evaluated the impact of source protection or perceived water quality

8A source is considered safe for human consumption if there are less than 10 coliform counts per 100 ml of
drinking water (Dept. Drinking Water Supply 2007).

9See Ahuja et al. 2010 for an overview of randomized controlled trials. Somanathan (2010) provides a review of
empirical studies assessing the impact of information on in-home treatment (among other things) and summarizes
work in India evaluating the role of education, occupation, news media and information on water quality.
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on coping behavior (Alberini et al. 1996, Dasgupta 2004, Larson and Gnedenko 1999, Um et al.

2002). This paper builds on this literature in two ways. First, it isolates the causal effect of source

protection on averting behavior using an instrumental variables approach. Second, it translates

changes in source protection and averting behavior into changes in drinking water quality as

measured via coliform counts.

3 Conceptual framework

To explore the effect of improvements in source water quality on demand for treatment, I present

a simple framework in which households produce health from expenditure on water quality, and

derive utility from health as well as a composite good.10 Consider a model in which household

utility U(H(E, T ), Z) is derived from the consumption of health, H, and a composite good, Z.

Utility is assumed to be quasiconcave and increasing in Z and H. Health is produced from source

water quality, E, and the avoidance behavior, T , taken to improve source water quality. Health is

increasing and concave. In this stylized model, source water quality is exogenous to the household

and avoidance behavior, defined as in-home treatment, is modeled as a continuous time variable.

The household solves

Max
T,Z

U(H(E, T ), Z) subject to Z ≤ Ȳ − wT (1)

where the price of the composite good is normalized to 1 and w denotes the wage rate. Y is full

income and can be thought as including an exogenous component and the value of the household’s

time endowment. Plugging the budget constraint in for Z, the utility maximization problem can

be written as,

Max
T

U(H(E, T ), Y − wT ) (2)

where the only endogenous variable is T . Under differentiability, the household sets demand for

10This framework builds upon the defensive expenditure models in Courant and Porter (1981) and Harrington
and Portney (1987), and applied to drinking water in developing countries in Pattanayak and Pfaff (2009).
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in-home treatment and the composite good such that

UZ

UH

=
1

w/∂H
∂T

(3)

The term w/∂H
∂T

reflects the implicit price of health, where the price to produce a unit of health is

increasing in T . Note also that given the budget constraint, a reduction in T is equivalent to an

increase in Z.

Now, suppose that there is an exogenous improvement in source water quality. As shown in

the appendix, the impact of this improvement on treatment can be decomposed into a substitution

effect and an income effect. First consider the income effect; this improvement in drinking water

quality provides an in-kind gift that shifts out the opportunity set. If the composite good is a

normal good, then the increase in E will unambiguously induce households to increase consumption

of Z and thereby decrease T . Now, consider the substitution effect. Whether improvements in

source water quality increase or decrease treatment largely depends on the sign of ∂2H
∂E∂T

. If the

marginal impact of in-home treatment on health is decreasing in source water quality, ∂2H
∂E∂T

≤ 0,

then an increase in E will increase the relative shadow price of health. This will lead to an

increase in Z and thus a reduction in T . In contrast, if ∂2H
∂E∂T

≥ 0, then the substitution effect will

work towards an increase in treatment. As such, the sign of the total effect of source protection

on in-home treatment is ambiguous. Summarizing, if the composite good is a normal good and

∂2H
∂E∂T

≤ 0, or if the income effect dominates then treatment will decrease with source protection;

if not, it will increase.

4 Estimation strategy

This section sets forth an empirical strategy to test if households reduce or increase demand for

in-home treatment in response to source protection, and then estimates which modes of treatment

are responsive to source protection.
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4.1 Demand for in-home treatment

Household i’s demand for any mode of in-home treatment is estimated using a linear probability

model (LPM) with district fixed effects and standard errors clustered at the sub-district11,

Ti = βXi + αSi + ηYi + γj + ui. (4)

Demand for treatment depends upon observed household and village characteristics (Xi), a house-

hold’s primary drinking water source (Si), household wealth and village income (Yi), and unob-

servable district characteristics (γj) which includes the rural wage rate (wj). Measures of price

include the village market price of fuel wood, which captures the price of boiling treatment, and

the district wage rate. Yi denotes a durables good index, which proxies for household wealth, and

mean per capita expenditure in a village. Household characteristics (Xi) include social group,

percentage of females, percentage of children under the age of 2 and median education in the

village. District fixed effects γj control for unobserved heterogeneity at the district. A stochastic

component ui captures the idiosyncratic effect of unobserved factors.

4.2 Identification

This estimating equation will generate inconsistent coefficient estimates of source protection due

to omitted variables bias; formally Cov(Si, ui) 6= 0. Households that use improved sources likely

differ from those who do not in health endowments, education, income and access to health ser-

vices. Additionally villages with improved sources will differ from those without in unobservables

such as public infrastructure. These village and household unobservables will likely influence the

probability of using an improved source as well as demand for in-home treatment.

If improved drinking water sources and risk averting behavior are both normal goods, then

demand for each should increase with income. Similarly, if households have low health endowments,

11The data exploit household, village, tehsil, sub-district and district variation. A tehsil represents a unit of
government that consists of a collection of villages and cities, with the U.S. equivalent of a civil township. A
sub-district describes a region within a district (i.e. part of the county). A district is the U.S. equivalent of a
county. A collection of districts comprise a sub-state (e.g. Northeast Uttar Pradesh), and 4-6 sub-states make up
a state.
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they may try to improve health by choosing an improved drinking water source and engaging in

in-home treatment. In these two instances, unobservables will attenuate the estimated effect of

source protection on in-home treatment. By contrast, since taps and tube wells were intentionally

placed in locations characterized by poor health, few health services or little public infrastructure

(Black and Talbot 2005) it may also be the case that the negative correlation between source

protection and unobservables will overstate the effect of source protection.

The percent of soft rock in sub-districtm is used as the main instrument to predict a household’s

drinking water source.12,13 The rock type covering an aquifer impacts both the costs to explore,

assess and construct an improved source, as well as the price to extract a unit of groundwater.

In this study, rock type is defined as either hard rock, hilly or soft rock. Compared to soft rock,

aquifers underlying hard rock are more difficult and costly to assess (Black and Talbot 2005).

Second, due to differences in porosity, soft rock aquifers on average tend to hold more water than

hard rock aquifers (Chilton 1996). This second feature also implies that the discharge rate or

volume of water per minute may be higher in aquifers underlying soft rock. As the discharge rate

increases, households can access a larger quantity of water per unit of effort, subsequently lowering

the price per unit of water.

Depending on the specification, other instruments may include the minimum aquifer depth

or the percent of a sub-district classified as hilly. Minimum aquifer depth measures the average

minimum depth to reach the aquifer if a tube well or bore hole was to be constructed. As the

minimum depth increases, the price to access a unit of drinking water from an improved source

increases since individuals must manually pump water for a longer duration or use more electricity.

One concern with aquifer depth is whether it is fixed over time.14 In an alternative specification

12The intuition and details describing these instruments were obtained from extensive conversations with the
CGWB in Faridabad, India in fall 2007.

13A sub-district defines a unique state, district, sub-round and sub-sample. To spatially evaluate what comprised
a sub-district, I looked at the geography of tehsils within a district. Tehsils that constitute a sub-district are
geographically clustered; within a sub-district, 80 percent of tehsils are adjacent. In a few instances, I also find that
tehsils may be located in more than one sub-district. When tehsils are placed in multiple sub-districts I continue
to find strong spatial patterns.

14A confined aquifer is one that is sandwiched between two impervious formations (Heath 2004) and as such the
depth does not change over time. In contrast, the minimum depth to an unconfined aquifers is the depth to the
water table, and varies seasonally and with extraction. Based on conversations with the CGWB, aquifers in this
study describe confined, semi-confined and leaky aquifers.
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I include the percent of a sub-district that is classified as hilly in place of aquifer depth. In this

specification the two instruments are time invariant.

The impact of source protection on in-home treatment is obtained using standard two stage

least squares. The first stage is given by,15

Si = ρGm + βXi + ηYi + γj + vi (5)

where Gm denotes a vector of hydrogeological characteristics.

4.2.1 Validity concerns

In using geology to predict the impact of source protection on in-home treatment, we must assume

that E(ui|Gm, Xi, Yi, γj) = 0. I now discuss potential validity concerns and the controls employed

to address them.16

If geological characteristics determine the ease of constructing an improved drinking water

source or the price to extract a unit of drinking water from a tube well, then they also describe the

ease of constructing a tube well or extracting water for irrigation or industrial purposes. Because

of this, hydrogeological charactersitsics will also likely affect the economic activity, agricultural

profits, industrial composition and income of districts (which may also impact demand for in-

home treatment) (Badiani 2009, Keskin 2009). To address this, I estimate a district fixed effects

model and control for both individual wealth and village per capita expenditure. This specification

controls for the possibility that hydrogeology may partly reflect the impact of rural poverty and

district development (including economic activity, employment rates, wage rates, and individual

wealth) on demand for in-home treatment.

Another validity concern is that hydrogeological characteristics may be correlated with house-

hold and village unobservables such as attitudes about drinking water quality, and that these

unobservables may influence the decision to treat drinking water. While I cannot rule out the

possibility that the instruments are systematically related to unobservables such as social norms,

152SLS should produce similar effects to those estimated using discrete choice models (Angrist and Pischke 2008).
16In the data section, I also explore if the instruments are balanced across observables. Lastly, in the results

section I report the results from an overidentification test, where the null hypothesis is that the instruments are
exogneous.
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I explore the sensitivity of my results to the inclusion of village and household demographics. If

attitudes or other unobservables are correlated with the instruments (and treatment), then the

coefficient estimate on source protection should meaningfully vary with the inclusion or exclusion

of demographic controls that are likely to be related to these unobservables.

In a separate specification, I also estimate the effect of source protection conditional on the

composition of the labor force, literacy rates and the employment rates in a sub-district. This

allows me to test the extent to which intra-district heterogeneity is systematically correlated with

both in-home treatment, and rock type.

4.3 Mode of in-home treatment

Since modes of in-home treatment vary in abatement, it is of interest to estimate which modes

of in-home treatment are responsive to changes in source protection. Household i’s demand for

treatment technology k is estimated using a multinomial logit model with sub-state fixed effects

and standard errors clustered at the district.17 To introduce source protection exogenously, I

recharacterize the error term in equation 4 as

uik = θvi + εik (6)

where V ar(u) = 1 and respecify demand for in-home treatment as

Tik = βkXi + αkSi + ηkYi + ψkDj + γl + θvi + εik. (7)

where εik˜N(0, 1 − ρ2) and ρ = Corr(vi, uik) (Rivers and Vuong 1988).18 Dj describes district

controls including the composition of the labor force, the literacy rate, the employment rate and

the wage rate of agricultural workers, and γl captures sub-state fixed effects. Demand for in-home

17I also estimate multinomial logit models using district fixed effects. Coefficient estimates in the sub-state fixed
effects and district fixed effects specifications are qualitatively similar, however in the district fixed effects model,
standard errors are not precisely estimated. Imprecise standard errors occur because for some in-home treatment
technologies only a small sample reports using the technology and I have limited degrees of freedom.

18Though uik has a logistic distribution, it approximates a normal distribution, thus allowing the assumption
that εik is normally distributed and the use of the estimator described in Rivers and Vuong (1988).
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treatment is estimated using a two-step procedure, where in the first step I estimate equation 5

saving the residuals from the first stage and in the second stage I estimate (Wooldridge 2002),

Tik = βkXi + αkSi + ηkYi + ψkDj + γl + θv̂i + εik.
19 (8)

If θ 6= 0 then the coefficient estimates are only estimated up to a scale. Nonetheless, the average

partial effect of source protection on demand for in-home treatment can be consistently estimated.

5 Data and descriptive results

The data comprise information collected from four sources - the National Sample Survey Organi-

zation (NSS), the Central Groundwater Board (CGWB), the 2001 Census, and the Department of

Agriculture and Cooperation - and vary in resolution from the household to the district. Table 1

provides descriptive results; means are reported for all households and by primary drinking water

source: unimproved, publicly owned improved, and privately owned improved. The household

data represent cross-sectional data collected by the NSS in two surveys - Round 54 Schedules 1

and 31. They comprise 20,795 rural households from 1,307 villages in 5 states of rural India sam-

pled between January and June 1998. Data obtained from the CGWB consist of time invariant

teshil hydrological characteristics and were merged with the NSS data at the sub-district.20

5.1 NSS data

In-home treatment technologies, the outcome variable of interest, are grouped into five categories:

no treatment, cloth filter, other filter types, boil and chemical treatment. In total, 18 percent of

households engage in some form of in-home treatment, with cloth, other filters, boil, and chemical

treatment constituting 76.4, 8.8, 11 and 3.8 percent of the market, respectively. Mean comparisons

19Demand for in-home treatment could be estimated using conditional maximum likelihood instead of the 2 step
procedure. This approach is more efficient than the 2-step procedure and has the advantage of estimating the
unscaled coefficient estimates; however it is computationally intensive.

20Data on rural district characteristics were obtained from the 2001 Census and district rural wage data from
1998 were collected by the Department of Agriculture and Cooperation. Variables include literacy rates, population
density, employment rates, and the composition of the labor force.
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reveal a statistically significant difference in treatment across households using publicly owned

improved and unimproved sources; 20 percent of unimproved users treat drinking water, whereas

only 15 percent of improved users treat their drinking source.

Approximately 72 percent of the sample selects an improved source, the covariate of interest,

as the primary source of drinking water. In the sample, 75 percent of households obtain drinking

water from a public source. Since this analysis focuses on the impact of publicly provided improved

drinking sources, in some specifications we restrict the sample to households that obtain water from

public sources. In 86 percent of villages, households can choose from multiple publicly provided

drinking water sources, where the median number of public tube wells in a village equals 4.21

Additional household data capture wealth and other demographic characteristics. Household

weath as measured by a durable goods index is calculated using a principal components analysis of

seven durable goods - bicycle, motorcycle, car, telephone, television, bathroom and latrine - solely

owned by a household (Jalan et al. 2009). Information on household composition includes the

percentage of children under the age of 2 and the ratio of females to males. Social group indicates

whether a household belongs to a historically disadvantaged social group. Village per capita

expenditure and village per capita education data were collected from the household expenditure

survey (Schedule 1) and were merged with the household drinking water data at the village.22

Mean monthly expenditure amounts to 428 Rs and median education is literate with some primary

schooling.

A comparison of unconditional means indicates that many covariates are unbalanced across

source type. In particular, improved users are wealthier, travel a shorter distance to the drink-

ing water source, have a larger share of females in the household and are less likely to be in a

disadvantaged social group. Additionally, these households are more likely to reside in villages

with a higher median schooling level. These comparisons suggest that improved sources were not

randomly assigned to households and that a simple OLS model will likely understate the effect of

21The price charged for drinking water from both improved and unimproved sources tends to be zero; of the
villages surveyed, only 16 percent have a municipality that charges a flat or fixed tariff.

22These two variables are calculated as the mean monthly expenditure and median schooling level of all sampled
households in a village, where the mean number of surveyed households in a village equals 16. Household data
on education and expenditure were not collected in Schedule 31, so individual information on expenditure and
education are not available.
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source protection on treatment. Private users are wealthier, less likely to live in a disadvantaged

social group and reside in relatively higher income villages than households using either publicly

improved or unimproved sources, yet they are less likely to treat the water supply. Thus including

private users in the sample may further attenuate the treatment effect.

5.2 Rock type and aquifer depth

Data collected by the CGWB are used to identify a household’s primary drinking water source.

These data spatially characterize fixed geological characteristics in the states of Uttar Pradesh,

Madhya Pradesh, Maharashtra, Tamil Nadu and Rajasthan.23 The instruments used in this study

include the percentage of a sub-district covered by soft rock, hills and the minimum aquifer depth.

Variation in these data, as well as locational identifiers, are at the tehsil. And while drinking

water sources and in-home treatment vary at the household, these data can only be geographically

identified at the sub-district.

Figure 2 illustrates the spatial variation in rock type across Tamil Nadu, one of the 5 states

included in the analysis. District boundaries are demarcated in black. As shown in Figure 2, nearly

all districts contain within district variation in rock type (as well as minimum aquifer depth). Table

1 highlights that minimum aquifer depth and the percentage of soft rock significantly differ across

households with improved and unimproved sources, with improved users residing in areas with a

shallower aquifer and a higher percentage of soft rock.

The empirical strategy hinges on the assumption that hydrogeological characteristics are valid

instruments for source protection. To examine the plausibility of this assumption, I explore the ex-

tent to which geological characteristics directly impact other regressors used in the main estimating

equation (i.e. durable goods index). And while I control for the possibility that hydrogeological

characteristics may be correlated with household and village demographic characteristics, one

indication that the instruments may be systematically correlated with unobservables is if they

are systematically correlated with observables. To test for this, I regress each covariate used in

the main estimating equation on hydrogeological characteristics controlling for district fixed ef-

23Due to confidentiality concerns, the CGWB would only provide these data for 5 randomly selected states.
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fects. Columns 7-9 of Table 1 report coefficient estimates for the two instruments, as well as

the F-statistic for their joint significance. Hydrogeological characteristics are not individually nor

jointly significant in explaining any of the household or village observables. While I cannot state

with certainty that the instruments are balanced across unobservables, these results suggest that

conditional on district fixed effects they are balanced across observables.24

6 Estimation results

I begin by estimating equation 4, a LPM on whether a household chooses in-home treatment

or not controlling for district fixed effects. As shown in column 1 of Table 2 source protection

reduces demand for in-home treatment by 5 percentage points from a probability of 0.22 to 0.17.

As anticipated, demand for in-home treatment increases with wealth and education. Treatment

increases by 5 and 2 percentage points with a 1 standard deviation (sd) increase in the durable

goods index and 2 percentage points if the median household in a village completes primary school.

As mentioned in the estimation strategy, a household’s primary drinking water source may

be correlated with unobservables that also impact demand for in-home treatment. To generate

consistent estimates on the effect of source protection on in-home treatment, I use hydrogeological

characteristics as instruments for a household’s primary drinking water source and estimate 2SLS

controlling for district unobservables. Table 3 reports estimates from the first stage regression,

where results from the preferred specification are reported in column 1.

The percentage of soft rock is strong in predicting source protection, where a 10 percent

increase in the percentage of land covered by soft rock is predicted to increase the probability

of using an improved source by 2.5 percent. This relationship is expected since the cost to find

and construct improved sources is less in soft rock areas (as compared to hard rock). In contrast,

aquifer depth provides little explanatory power. The negative coefficient estimate, at least in terms

of sign, suggests the probability of source protection decreases as the price to access an improved

source increases. The F-statistic for the joint significance of the instruments is 25, indicating

24If these regressions do not control for district unobservables, the instruments are jointly significant in explaining
many of the regressors. This points to the importance of controlling for district unobservables.
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that the instruments are strong, though identifcation of the effect of source protection on in-home

treatment comes almost entirely from variation in soft rock. The reported Hansen J-statistic from

an over-identification test is 0.280 (P=0.9695) and I fail to reject the null that the instruments

are valid. This statistic should be interpreted with the caveat that since aquifer depth is weak in

predicting source protection, one can view source protection as almost perfectly identified.

Results from 2SLS are presented in columns 2-7 of Table 2 where column 2 displays results

from the preferred specification in which I condition on household and village characteristics, as

well as district fixed effects. The presence of an improved source reduces the probability of in-

home treatment by 27 percentage points, suggesting that unobservables are positively correlated

with both the probability of using an improved sources and the probability of in-home treatment.

Coefficient estimates on income and education mirror those reported in column 1. I now explore

the sensitivity of my results to the exclusion of households with privately owned sources or surface

water users, as well as the validity of my instruments.

6.1 Robustness

To reduce the incidence of diarrheal disease, the government invested in publicly available improved

drinking water sources. The sample in column 2 includes households using either publicly owned or

privately owned sources. One concern is that households with privately owned sources are driving

the results. As shown in Table 1, households with a privatley owned source are less likely to engage

in treatment, perhaps because they use an in-premise source, thereby making the probability of

contamination during transport low. In column 4, the sample excludes households drinking from

privately owned sources. After their exclusion, we continue to find a significant reduction of 26

percentage points in demand for in-home treatment.

If households using taps are driving the difference in treatment between improved and unim-

proved users, then the limited water quality gains from groundwater expansion cannot be ex-

plained by behavior. This is because tap water can either come from surface or groundwater

sources Column 5 excludes households with in-home taps and shows that tap users are not driving

the treatment effect. Demand for in-home treatment again reduces by 27 percentage points.
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One validity concern is that the instruments are systematically correlated with household and

village unobservables such as social norms that also impact demand for in-home treatment. While

I cannot directly test for this, I examine the sensitivity of my results to the exclusion of household

and village demographic characteristics. If the magnitude of the coefficient estimate on source

protection meaningfully varies with the inclusion or exclusion of these controls, this provides a

signal that household and village unobservables may also be systematically correlated with both

the instruments and treatment. In column 3 of Table 2, I estimate a district fixed effects model

excluding all household and village regressors aside from source protection. While the exclusion of

covariates decreases the precision of the standard errors, the relationship between source protection

and in-home treatment is unchanged, suggesting that these socioeconomic characteristics are not

systematically correlated with geology.

The inclusion of district fixed effects addresses concerns about the relationship between a

district’s industrial and employment profile and hydrogeological characteristics. Still one can

imagine that the development of a sub-district will also depend on hydrogeological characteristics.

As a robustness test, in column 6 of Table 2, I control for the population, literacy rate and

composition of the rural labor force in a sub-district. It should be noted that the household and

village data (NSS) were collected in 1998, while these data were collected in the 2001 Census.

Similar to the results in our preferred specification, the probability of in-home treatment reduces

by 28 percent if a household drinks from an improved source.

Depending on the type of aquifer, aquifer depth can change over time. If what I define as con-

fined aquifers are in fact unconfined aquifers, then aquifer depth will change over time depending

on weather and extraction, and potentially confound the treatment effect. And while (conditional

on soft rock), aquifer depth is not statistically significant in predicting source protection, I test the

robustness of the results to its exclusion and the inclusion of the percentage of a sub-district clas-

sified as hilly. Similar to the results shown in column 2, source protection reduces the probability

of in-home treatment by 30 percentage points.

Together, my results suggest that the presence of an improved source reduces the probability

of in-home treatment by 25 to 28 percentage points, where this result is robust to the exclusion
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household and village socioeconomic characteristics, to the exclusion of households with privately

owned sources, to the exclusion of in-home taps and to the inclusion of rural sub-district controls.

6.2 Mode of in-home treatment

Modes of in-home treatment vary in the water quality provided by the technology, the market

cost to purchase the good, and the time cost to filter the water. In Table 4, I present results

from the multinomial logit described in equation 8. In-home treatment is defined as no treatment,

cloth filter, other filter or boiling treatment. Note that since so few households engage in chemical

treatment, I exclude chemical users from the sample. Results are reported as the log odds ratio

of choosing technology k relative to no treatment.

The presence of an improved source significantly impacts a household’s decision to boil drink-

ing water, an effective but time intensive treatment technology. On average the presence of an

improved source reduces the probability that a household boils water by 18 percentage points from

a probability of 0.20 to 0.02.25 This qualitative result holds if I include chemical treatment users

in the analysis.

7 Valuing the gains from source improvements

Recently, the economics literature has begun to use water quality tests to quantify the water

quality gains from source protection, as well as those offset from behavioral choices (Kremer et

al. 2011b).26 Translating source protection and behavioral choices into drinking water quality is

an essential link in understanding the relationship between source protection and human health.

Making use of data collected in Madhya Pradesh, this study is one of the first to evaluate the

effect of behavioral choices on water quality in south Asia. However, as will be discussed, the

results that follow should be viewed as a back-of-the-envelope measure of the quality gains offset

from behavioral choices (as well as those gained from source protection).

25One might be concerned that these results are sensitive to the choice of modeling framework. Similar results
were found when using nested logit and multinomial probit models.

26Studies have also relied on these tests to examine the impact of information about drinking water quality on
behavior (Hamoudi et al. 2011, Jalan and Somanathan 2011).
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Source protection also provides households with the benefit of reduced expenditure on mitigat-

ing behaviors. Using both field data and NSS data on the cost of in-home treatment technologies,

I measure the expenditure savings attributable to the reduction in treatment. Cast differently, the

reduction in averting expenditure provides a partial estimate of household willingness to pay for

source protection.

7.1 Water quality data

Before describing the data, I want to highlight their limitations. First, the water quality data

are not representative of source water quality throughout rural India, but rather are indicative of

water quality in two villages. Second, I quantify the abatement supplied by in-home treatment

technologies in a laboratory rather than in the field. In doing this, I do not account for the

contamination that likely occurs during the transport and storage of water from the source to

the household. I also assume that the effectiveness of treatment technologies in the lab mimics

abatement in the field. The small sample size and laboratory setting limit the generalization of

these data, and should be interpreted within these bounds.

Drinking water samples were collected from all drinking water sources - 6 hand pumps and

four open wells - in two rural villages in the district of Jhansi. These samples were tested for

the presence or absence of coliform in a laboratory.27 All four open drinking water wells tested

positive for total coliform, fecal coliform and E. coli. Of the six hand pumps, three tested positive

for total coliform, fecal coliform and E. coli.28 The rate of contamination in improved sources is

high but comparable to the rate of fecal contamination detected in Jalan and Somanathan (2008)

and McKenzie and Ray (2004). To classify the effectiveness of in-home treatment technologies,

coliform counts in one improved and one unimproved source were measured before and after the

application of nine in-home treatment technologies - a malmal cloth filter, a candle filter, boiling,

chemical treatment and combinations of these.29

27These tests used the Colilert reagent and the Colilert P/A Test procedure. Colilert is a test certified by the
U.S. EPA and used by U.S. drinking water suppliers for compliance with the Safe Drinking Water Act.

28Coliform tests performed by the NGO, Development Alternatives, in the same villages confirm my results.
29The Colilert reagent and the 15-Tube Most Probable Number Dilution Procedure were used to quantify coliform

concentrations.
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In Figure 1, I graph the quantity of coliform abatement and market cost of each in-home

treatment technology by source. The horizontal axis measures coliform abatement, where a value

of 0 indicates that no abatement occurs and 1600 is the maximum quantity of abatement. To

collect market cost data on each risk averting technology, I visited one semi-urban and two urban

markets in Delhi, surveyed all vendors on the choice set and price of treatment technologies,

and purchased all available in-home treatment technologies. I verified the market price of each

technology in rural villages in the district of Jhansi. Market costs, defined as the monthly cost

of in-home treatment technologies, vary over technology and range from 0 to 95 Rs. It should be

noted that neither the costs nor treatment technologies are representaive of treatment markets in

India since the sample is confined to a handful of markets.30

Five central results emerge from this figure. First, source protection provides sizable water

quality gains, though bacterial contamination still exceeds the drinking water standards set by

the government. Assuming that no in-home treatment occurs, source protection produces an

82.5 percent or 1320 count reduction in coliforms. Second, each mode of in-home treatment

leads to reductions in coliform contamination. Third, more expensive technologies supply larger

reductions. Cloth treatment supplies the smallest absolute reduction in coliform counts, with

coliform abatement of 700 counts in the unimproved source and 200 counts in the improved

source. Boiling and chemical treatment eliminate all coliform from the drinking water samples.

Fourth, these coliform tests highlight that the marginal product of in-home treatment is greater

for unimproved than improved sources, suggesting that in-home treatment and source protection

are substitutes in the production of water quality. Lastly, this figure implies that a reduction in

demand for in-home treatment will offset some of the water quality gains from source protection.

7.2 Quality gains from source protection

To quantify the abatement offset by the reduction in demand for in-home treatment, I measure

the quality gains of switching every household in the sample from an unimproved to an improved

30Some of the cost measures are similar to those reported by others (Clasen et al. 2008, Jalan and Somanathan
2008). There are however differences between chemical costs in this study and the one in Jalan and Somanathan
(2008).
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drinking water source. Table 5 reports result. Column 1 measures the coliform abatement under

the assumption that each household drinks from an unimproved source. Column 2 reports col-

iform abatement under the assumptions that each household drinks from an improved source and

households do not substitute source quality for in-home treatment (α=0). In column 3, house-

holds reduce in-home treatment in response to source protection (where coefficients estimates

from column 2 of Table 2 are used.) Columns 4 and 5 measure the percentage change in coliform

abatement from source protection under the two scenarios.31 Column 6 quantifies the percent of

coliform abatement offset by behavioral choices.

In the first half of the table, I measure the coliform abatement from source protection using the

entire sample, and in the second half of the table, I only include households who were predicted

to treat an unimproved source.32 For the entire sample, source protection generates a 64 percent

reduction in coliform contamination, and the reduction in demand for in-home treatment offsets

coliform abatement by 3.6 percent. The relatively small role behavioral choices play can be largely

explained by the 62 percent of households that choose to forgo treatment regardless of source type.

Crowding out of coliform abatement can only occur for the households that were predicted to treat

an unimproved source. For these households, the reduction in demand for in-home treatment

offsets 26.5 percent of the anticipated quality gains from source protection. Nonetheless, source

protection increases coliform abatement by more than 15 percent.

In the multinomial model, I can disentangle demand for in-home treatment by technology

and assign technology specific abatement. In the row labeled “Boil Treatment”, I measure the

per capita change in water quality for households that were predicted to engage in boiling when

drinking from an unimproved source. On average, source protection lowers drinking water quality.

The estimated 16.4 percent reduction in abatement occurs because boiling eliminates coliform

and households that respond to source protection by shifting to no treatment will consume higher

concentrations of coliform in drinking water.

31Percent change is measured as the change in abatement divided by 1600, since coliform counts can vary from
0 counts to 1600 counts per 100 ml.

32To derive coliform abatement estimates for the binary models, I weight the technology-specific coliform abate-
ment by the observed frequency of the technology in the sample population. For example, since 76 percent of
the households engaging in in-home treatment use cloth filters, I weight the coliform abatement provided by cloth
treatment by 0.76.
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Source protection provided substantial water quality gains, especially for households that chose

to forgo treatment regardless of their drinking water source. Still, coliform counts in drinking water

far exceed the 10 counts per 100 ml standard set by the government. For households that shift

from treatment to no treatment in response to source protection, on average over a quarter of the

water quality gains are offset. Depending on the treatment method employed, water quality for

some households may actually decline in response to source protection.

7.3 Willingness to pay for source protection

Table 6 reports the change in averting expenditure from source protection in 1998 Rs using results

from the 2SLS and multinomial logit models. For the entire sample the reduction in averting

expenditure provides a welfare gain of 0.5 to 1% of annual expenditure. For households that

switch from treatment to no treatment in response to source protection, this gain amounts to 2%.

In column 1 prices are measured as a weighted average of the monthly cost of treatment tech-

nologies (collected in the market survey) and the village price of fuel wood (NSS data), assuming

that each individual requires 3 liters of drinking water per day (World Bank 2008).33 In column

2 expenditure is calculated using the opportunity cost of time (OCT), where the value of time is

assumed to equal one-third the female district wage rate for field labor (Englin and Shonkwiler

1995).34 Based upon qualitative surveys, I assume that cloth treatment requires half the amount

of time as boiling treatment, and ceramic and chemical treatment require neglible amounts.

As shown in row 1, the per capita change in expenditure on in-home treatment from an

improvement in source water quality totals at 1.9 Rs or 2.1 Rs per month, depending on whether

in-home treatment is evaluated at the market price or the OCT. This amounts to a 0.52 percent

savings in monthly expenditure when price is evaluated using retail prices, and a 0.54 percent

savings when price is evaluated at the OCT. The reduction in expenditure on boiling is 0.5 percent

or 1.1 percent, when price is measured using market cost data and the OCT, respectively. In

33When measuring the price to boil water, I rely on a study in semi-urban India that reports it takes 100 grams
of fuel wood and 6.42 minutes to boil a liter of water (Clasen et al. 2008).

34Opportunity cost of time ranges between 1/4 and 1/3 wage rate, though recently Kremer et al. (2011b) find
the value of time equals 6.2% of the wage rate. Since female wage data for most districts are missing, I use the
male wage rate and impose a male-female wage differential of 1.3 (Bhan 2001).
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addition to the water quality benefits from source protection, the reduction in expenditure on

mitigating behaviors also provides a real benefit to households.

8 Conclusion

This paper finds that households decrease expenditure on in-home treatment and in particular

boiling treatment, a costly but effective mode of treatment in response to source protection. The

empirical approach uses rock type to account for the endogenous placement of source protection.

Given that the analysis relies on one cross-section, the results may be sensitive to unobservable

cross-sectional heterogeneity. More generally, despite the validity checks and robustness tests,

there may still be selection on unobservables. As such the behavioral, water quality and expendi-

ture results should be interpreted with these caveats in mind.

Using field data on drinking water quality, I show that reductions in demand for in-home

treatment crowd out more than a quarter of the coliform abatement from source protection (for

households that were predicted to treat an unimproved source). Still, results suggest that source

protection leads to gains in drinking water quality with the largest gains accruing to households

that engage in no treatment regardless of source. Depending on the relationship between health

and water quality, substitution between source quality improvements and private expenditure on

water quality may offset some of the health gains from source protection.

While behavioral choices indeed offset the water quality gains, under certain assumptions this

compensating behavior is welfare enhancing. The introduction of an improved source will cause

utility maximizing households to reallocate time and money from water quality to other welfare-

enhancing activities. In addition to the water quality benefits, I find that the per capita savings

from source protection amounts to roughly 0.5 to 1 percent of monthly expenditure.
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Figure 1: Price and Abatement Supplied by Treatment Technologies
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Table 6: Change in Averting Expenditure from Improved Sources

(1) (2)
Market cost OCT

2SLS (col. 2 of Table 2)
Change expend (Rs/mth) 1.88 2.03
Change expend/Month expend 0.514% 0.537%

IV Multinomial logit (col. 3 of Table 4)
Change boiling (Rs/mth) 1.65 4.06
Change boiling/Month expend 0.437% 1.06%
Notes: The change in expenditure is calculated using a weighted sum of technology

prices and the price of fuel wood in column 1 and a fraction of the

district wage in column 2. The change in expenditure is reported

in absolute terms, and as a percentage of monthly expenditure.
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Figure 2: Spatial distribution of rock type in Tamil Nadu
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